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Abstract

The Fourth Industrial Revolution (4IR) presents a major technology transformation
towards a data-driven economy, associated with both high costs and potential ben-
efits. We build and estimate a dynamic discrete technology choice model to explain
a firm’s decisions to engage in the development of new 4IR and (or) non-4IR related
technologies. The model takes the endogenous nature of the decisions into account
and allows them to persistently affect the firm’s future productivity path. We esti-
mate the benefits and costs of either technology using a panel data set of high-tech
manufacturing firms in Germany between 1993-2016, combined with information on
the type of technology using patent applications. Our results show high returns to the
development of both types of technology, and of similar magnitude. Firms achieve an
average productivity increase of 6.6% from developing 4IR technologies and of 6.8%
from non-4IR technologies and 8.9% from doing both. These short-run productivity
gains are carried over to future periods through a highly persistent productivity evolu-
tion process. However, the costs for developing both technologies differ substantially.
For firms without experience in developing 4IR technologies, start-up costs are on av-
erage more than double the corresponding start-up costs for non-4IR technologies (137
vs. 61m Euro), representing a severe barrier to entry. But once the firm has incurred
these sunk start-up costs, the costs of continuing the development of 4IR technologies
is lower (10m Euro) than for non-4IR related technologies (about 8m Euro).
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1 Introduction

The Fourth Industrial Revolution (4IR) describes the ongoing process of automation and
digitization in the production of goods and services using modern smart technologies which
analyze and diagnose problems via the transmission and evaluation of large amounts of data
without human involvement. The ongoing automation is achieved through the integration
of large-scale machine-to-machine communication, the internet of things and internet of
services. This represents the fourth major technology transformation after the spread of
steam and water power, the mass production related to electricity, and the automation
in the course of the spread of information and communication technologies (ICT). It is
currently seen as one of the most important opportunities for firms to achieve long-term
benefits. However, it also poses many challenges for firms as it usually leads to significant
changes in firms’ production processes, organizational structures, business models, and
goods and services offered. In view of the growing technological opportunities stemming
from 4IR related technologies and their challenges, firms have to choose, when deciding on
their R&D activities, whether to invest in the development of new 4IR related technologies,
focus on the development of new non-4IR related technologies, do both or nothing at all.
In order to do so, firms will compare the expected benefits that they can achieve with
different types of technologies with the costs of developing these new technologies. They
will decide to invest in the development of new 4IR related technologies if the expected
benefits are larger than associated development costs. In this paper, we build and estimate
a dynamic structural discrete choice model of technology development that rationalizes this
firm behavior and provides first evidence on the benefits and costs of developing new 4IR
related and non-4IR related technologies.

4IR related technologies have been increasingly developed and incorporated in firms’
organizational structures and production processes. Benefits are expected to arise among
others from higher flexibility in production (Bartel et al. 2007), better-informed decision
making (Brynjolfsson et al. 2011), and offering better customized and personalized goods
and services. These different types of benefits are likely to show up in higher productivity
and in turn in revenues and profits. Despite the increasing usage of 4IR related tech-
nologies, there is only scarce evidence on their productivity impact. Prior studies have
mainly studied the productivity effects of information and communication technologies
(ICT), which have been the backbone of the third industrial revolution. Early studies have
not found significant benefits of investments in these type of digital technologies (Love-
man 1994). But more recent studies uncovered increasing performance benefits of digital
technologies (Bharadwaj et al. 1999; Brynjolfsson and Hitt 2003). These studies differ
in their sample of firms and estimation methods used and most studies focus on specific
inventions like broadband internet which hinders a general comparison of the benefits of
investing in digital and non-digital technologies. Furthermore, most of these studies look
at the productivity effects of adopting new information and communication technologies.
Our focus is more narrow as we specifically investigate a firm’s decision to invest in own
research and development of such a technology, which is associated with higher risk but
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potentially also with higher benefits. Finally, none of these studies provide estimates of the
long-term benefits of developing 4IR related and non-4IR related technologies and their
development costs.

We aim to fill this gap by building and estimating a structural model of technology
development choices, explicitly modelling the firm’s decision process to invest in the devel-
opment of either new 4IR related or non-4IR related technology. Most prior literature has
employed the knowledge production function approach by Griliches (1979) to estimate the
returns to R&D. This usually means including an R&D capital stock or R&D investment
as an additional input factor in the production function, in our case distinguishing between
a 4IR and non-4IR capital stock. In contrast, we build on recent work by Aw et al. (2011)
and Peters et al. (2017), who model the decision to invest in R&D in general in a dynamic
structural model. We extend their model idea by allowing firms to decide upon developing
two different types of technology: 4IR and non-4IR ones. The return for the development a
new 4IR or non-4IR technology is defined in this type of model as the associated long-term
benefit minus the development costs for each technology.

We model the firm’s choice of investing in the development of 4IR related and non-4IR
related technology as discrete choices with dynamic implications on firm performance. A
key component of our model is the endogenous dynamic productivity process that is af-
fected by the firm’s decision to invest in developing new 4IR related and non-4IR related
technologies. Both types of technologies allow firms to get on a different, permanently
higher productivity path. This path change impacts profits in the following periods and
creates additional long-run benefits for the developing firm that can pay off development
costs. Explicitly modeling these dynamics allows us to derive simple technology devel-
opment decision rules, that will be used in further research to analyze firm behavior in
simulated counterfactual firm environments such as subsidies for R&D in specific technol-
ogy fields.

We estimate the model parameters using a combination of firm-level panel data on
German high-tech manufacturing firms from the Mannheim Innovation Panel (MIP) and
patent application data from the European Patent Office (EPO). The MIP constitutes the
German contribution to the European-wide Community Innovation Survey (CIS) and pro-
vides yearly firm-level information such as revenues, capital stocks, and expenditures on
intermediary inputs necessary to estimate productivity. Information about firms’ technol-
ogy choice is measured using patent information. We merge information on firms’ patent
applications at the EPO to our MIP data and exploit a recently developed patent clas-
sification scheme that categorizes patents according to protecting the invention of a 4IR
related or non-4IR related technology. Our estimation sample covers more than 45,400
firm-year observations from more than 16,500 firms over the period 1993 to 2016.

Our results show that over the whole period firms benefit from developing both new
4IR and non-4IR technologies. More importantly, the average boost in productivity is of
similar magnitude for 4IR and non-4IR technologies. Developing a new 4IR technology
increases firm productivity in the next period, on average, by 6.6% compared to 6.8%
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for non-4IR related technology. Furthermore, we find evidence for both technologies to be
substitutes for each other. That is investing in both types of technologies simultaneously
raises productivity by 8.9%. These short-run productivity improvements are carried over to
future periods through a highly persistent productivity evolution process over time in which
productivity gains only slowly depreciate. These two channels are important for defining
the long-term benefits of developing new 4IR related and non-4IR related technologies.
However, the costs for the development of both technologies differ substantially. For firms
without experience in developing 4IR technologies, start-up costs are on average more
than double the corresponding start-up costs for non-4IR technologies (137 vs. 61m Euro).
Thus, the entry barriers to start the development of new 4IR technologies is much higher
than for non-4IR technologies. But once the firm has incurred these sunk start-up costs,
the costs of continuing the development of both technology types drop substantially to less
than 10m Euro. However, continuation costs for 4IR technologies are still about 2m Euro
higher than for non-4IR related technologies.

In the next section, we develop the theoretical model for explaining a firm’s decisions
to invest in the development of new 4IR and non-4IR technologies. Section 3 explains our
empirical approach to estimate the model parameters as well as the estimation method.
The data and descriptive statistics are presented in section 4. Section 5 presents the
empirical results and section 6 gives concluding remarks.

2 Theoretical Model

The theoretical model we set up in this section expresses a firm’s decision to invest in devel-
oping new technologies as a discrete choice with dynamic implications. We follow the idea
of Aw et al. (2011) and Peters et al. (2017) who developed a dynamic structural model
to explain a firm’s decision to invest in R&D. Similar to them and previous work from
Doraszelski and Jaumandreu (2013), our model does not take productivity as an exoge-
nous process. Instead, firms can affect productivity through their behavior. Specifically,
our model includes investment in the development of new technologies in the productivity
evolution process, allowing it to persistently impact future periods’ productivity and tech-
nology development decisions. Unlike Aw et al. (2011) and Peters et al. (2017), who model
the decision to invest in R&D in general, we are mainly interested in the choice between
different technologies. Specifically, we distinguish between two types of technologies: 4IR
and non-4IR technologies. We model the decision process in such a way that a firm se-
quentially decides upon investing first in non-4IR technology development and afterwards
in the development of 4IR technologies.1

For modeling the demand side, we follow previous work by Aw et al. (2011) and Peters
et al. (2017) and begin with assuming firms to operate in a monopolistically competitive

1This timing assumption simplifies the calculation of development choice probabilities. An alternative
timing assumption would be that a firm makes both development decisions simultaneously leading to a
multinomial model as described for the general case in Aguirregabiria and Mira (2010).
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market á la Dixit and Stiglitz (1977), ruling out strategic interactions between firms but al-
lowing for short-run profits. Assuming single product firms, consumer utility maximization
leads to the following firm-specific demand function

qit =

(
pit
Pjt

)ηj Ijt
Pjt

eφit = Φjtp
ηj
it e

φit , (1)

where pit represents firm i’s price for its product qit at time t, while Pjt is a market price
index of all product varieties offered in market j. Ijt is a measure of market size such as
the aggregated disposable income that consumers are willing to spend in market j. φit

is an exogenous firm- and time-specific demand shifter that can be interpreted to reflect
differences in the product quality or consumers’ desirability over product varieties of firms
active in market j. We assume that φit is known by the firm at the time it decides upon
investing in new technologies, but it is unknown to the econometrician. ηj represents the
demand elasticity which we restrict to be constant within industry j, over time, and output
levels. To keep notation concise, we sum up industry variables to the aggregate Φjt.2

On the production side, we define the firm’s short-run marginal cost CMit to be a function
C of physical capital Kit, a vector of input market prices Wit for variable inputs, age Ait
and export status Eit, scaled by the firm’s production efficiency ψit:

CMit =
C (Kit,Wit, Ait, Eit)

eψit
= C (Kit,Wit, Ait, Eit) e

−ψit . (2)

Efficiency ψit reflects heterogeneity across firms in the technology used or in managerial
abilities that lead two firms to have different output levels and thus different marginal
costs even when they use the same capital input, face the same input prices, are of the
same age and export status. Similar to φit, we assume ψit is observed by the firm but not
by the econometrician.3 An important implication of this specification is that short-run
marginal costs do not depend on the firm’s output level. Firms can therefore change their
production output at constant marginal costs.

Firm’s profit maximization then leads to a price setting rule stating that a firm sets its
price pit as a constant markup over its marginal costs which are independent of its output
level. The markup can be expressed in terms of the demand elasticity as ηj

1+ηj
, leading to

the following price equation:

pit =
ηj

1 + ηj
CMit . (3)

Assuming supply equals demand in equation (1), marginal costs are given by equation
(2) and price follows equation (3), the firm’s revenues Rit are then straight forward given

2We use the terms market and industry interchangeably.
3Even though heterogeneity of firms’ marginal costs are modeled only to depend on these five variables,

additional sources of cost differences could be added to the model without changing general implications.
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as:

Rit = pitqit =

(
ηj

1 + ηj

)
CMit Φjt

[(
ηj

1 + ηj

)
CMit

]ηj
eφit

=

(
ηj

1 + ηj

)
Φjt

[
C (·) e−ψit

] [( ηj
1 + ηj

)
C (·) e−ψit

]ηj
eφit

=

(
ηj

1 + ηj

)1+ηj

ΦjtC (·)1+ηj e−(1+ηj)ωit

(4)

In our model, revenue differences across firms are driven by observed differences in
physical capitalKit, input pricesWit, age Ait and export status Eit through their impact on
firms’ marginal costs, captured by C(.), differences in demand elasticity ηj across industries
as well as by differences in unobserved firm-specific production efficiency ψit and demand
shifter φit. We follow Peters et al. (2017) and summarize the unobserved components to
revenue productivity ωit, which is defined as ωit = ψit − 1

1+ηj
φit. In the remainder of the

paper, we call revenue productivity ωit productivity for short.

Given the revenue equation (4), we can derive firm’s short-run profits πit as:

πit = π(ωit) = Rit − CMit qit = − 1

ηj
Rit. (5)

Equation (5) implies that short-run profits are a function of all variables affecting a
firm’s revenues. In particular, it depends upon endogenous unobserved productivity ωit.4

In the following part of the model, we assume that firms can impact unobserved productiv-
ity ωit by deciding upon investing in developing new technologies. In contrast to previous
work focusing on the overall decision to invest in R&D, we are particularly interested
in technology choice, that is in explaining a firm’s decision to invest in developing new
4IR technologies dit compared to developing new technologies in more traditional non-
4IR fields nit. We assume a firm sequentially decides upon investing in developing both
technologies which in turn may affect its productivity development process. Importantly,
these investment decisions do not impact the current period’s but only subsequent periods’
productivity. Furthermore, we allow the productivity effects to differ across technologies.
This will be an important ingredient in explaining a firm’s decisions to invest in the de-
velopment of the two technologies as differences in productivity effects drive differences
in the expected long-run benefits of both choices. We model productivity to develop as a
first-order Markov process:

ωit+1 = g(ωit, dit, nit) + ξit+1. (6)

Function g(.) represents the impact of the current period’s productivity level ωit and tech-
nology development decisions dit and nit on future productivity ωit+1. ξit+1 is an idiosyn-
cratic exogenous stochastic shock to productivity in period t + 1, unknown to the firm

4For ease of representation, we omit the exogenous variables K, W , A and E and write π only as a
function of the endogenous variable ω.
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when making its technology development decisions in period t. We furthermore assume
that the productivity shocks ξit+1 are i.i.d. across time and firms and follow a distribution
f with zero mean and variance σ2ξ , hence: ξit+1 ∼ f(0, σ2ξ ).

5

The level of persistence in productivity, captured by the impact of ωit on ωit+1, is highly
important for the firm’s decision to invest in productivity improvements. If persistence is
high, any productivity improvement only slowly depreciates over time. This means that
investments in developing new 4IR or non-4IR technologies in period t not only affect the
future productivity level in period t+1, but are strongly carried over to subsequent periods,
allowing for higher long-term returns to these investments. Low levels of persistence in turn
alleviate future returns of current technology investments over a shorter time period.

The productivity evolution process described in equation (6) together with the short-
run profit equation (4) allows us to derive the expected future benefits of investing in
developing new 4IR and non-4IR technologies. But the firm’s decision whether to invest
in developing these technologies not only depends on the expected benefits gained but also
on the costs associated with developing them. The decision rule for firms to invest in
developing each technology type is simple: If the expected benefits exceed its costs, the
firm invests in developing that technology and if benefits are lower, the firm chooses not
to invest. Costs for developing 4IR technology C d

it and non-4IR technology C n
it can vary

substantially between firms and the technology invested in. Some firms may develop a new
technology at lower cost, depending on their size and previous technology development
experience. The latter reflects the idea that firms differ in their capabilities to develop
new technologies: Through past development experience, firms have accumulated a higher
knowledge base allowing them to design future new technologies at lower costs. Therefore,
firms who did not invest in developing new technology of type τ = d, n in period t− 1 are
confronted with startup costs for developing the respective technology in period t. Simi-
larly, firms with past development experience in a specific technology τ face continuation
costs for designing this type of technology in t. We model development costs Cτ of either
technology type as an i.i.d. draw from an exponential distribution, allowing each mean γd

and γn to vary with the firm’s capital stock as a measure of firm size and with its prior
technology development experience dit−1 or nit−1:

C d
it ∼ exp(γd(Kit, dit−1)),

C n
it ∼ exp(γn(Kit, nit−1)).

(7)

These costs are not observable to us but known to the firm when choosing to invest in
either technology.

When making its technology development decisions in period t, the firm knows about
its past technology decision dit−1 and nit−1 and current capital stock, age and export
status. Capital, age and export status are assumed to be exogenously determined in our

5In equation (6) the influence of past productivity is restricted to a one year lag only. One could
generalize the function by allowing more distant periods to have an influence, too. However, this adds
more complexity to the estimation and increases data requirements.
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model. We furthermore assume that the firm observes its current productivity level ωit, its
short-run profit function π(·) and the productivity evolution process g(·). In our model,
sit = (ωit, dit−1, nit−1) is firm i’s set of endogenous state variables. Given the exogenous
variables and the current state variables sit, firm i aims to maximize its value function

V (sit) = π(ωit) + δE[V (sit+1|ωit, dit, nit)]− E[C d
it ]dit − E[C n

it ]nit, (8)

consisting of the current period’s short-run profits πit(ωit) and the firm’s expected future
value E[V (·)], discounted by a constant factor δ, and the associated expected development
costs of the firm’s technology development decision. The firm’s optimal value function
before it observes continuation or startup costs can be expressed as

V (sit) = π(ωit) +

∫
C d

∫
C n

max
d,n∈{0,1}


δEt[V (sit+1|ωit, dit = 0, nit = 0)];

δEt[V (sit+1|ωit, dit = 0, nit = 1)]− C n
it ;

δEt[V (sit+1|ωit, dit = 1, nit = 0)]− C d
it ;

δEt[V (sit+1|ωit, dit = 1, nit = 1)]− C n
it − C d

it

 dC ndC d.

(9)

The expected future values at time t, Et[V (·)], for all possible choices d ∈ {0, 1} and
n ∈ {0, 1} are defined as

E[V (sit+1|ωit, dit, nit)] =
∫
ω V (sit+1|ωit, dit, nit)dG (ωit+1|ωit, dit, nit) . (10)

As shown in equation (9), each period the firm chooses from those four outcome possibil-
ities (d, n) ∈ {(0, 0), (1, 0), (0, 1), (1, 1)} the option which has the highest expected future
profits net of associated technology development costs. We make explicit assumptions
about the timing of both development choices. Most flexible would be to allow for simulta-
neous decisions as described in Aguirregabiria and Mira (2010), leading to rather compli-
cated development choice probabilities. Instead, we assume that the firm first observes its
individual development costs for non-4IR technology Cnit and makes its decision whether to
develop a new non-4IR technology. Subsequently, the firm observe its development costs
for 4IR technology and decides upon 4IR technology. This timing assumption simplifies
the calculation of development choice probabilities considerably. The choice possibilities
in equation (9) can be rewritten to explicitly reflect the structure of the choices during one
period. After observing its non-4IR development costs the firm faces the following choice:

E[V (sit+1|ωit, dit, nit)] =

∫
ω
{V (sit+1|nit = 1;ωit)− Cnit, V (sit+1|nit = 0;ωit)}

dG (ωit+1|ωit, dit, nit)
(11)

Here, the expected future value consists of the choice between two interim future value
functions which depend on the firm’s non-4IR technology development choice nit. These
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conditional value functions V (sit+1|nit;ωit) themselves consist of the second choice the firm
has to make in the same period, the 4IR development choice:

V (sit+1|nit;ωit) =

∫
ω
{E[V (sit+1|dit = 1, nit, ωit)]− Cdit, E[V (sit+1|dit = 0, nit, ωit)]}

dG (ωit+1|ωit, dit, )
(12)

As explained earlier, differences in expected future firm value stem from the effect of the
technology investment on future productivity. Expected marginal benefits of investing in
developing 4IR technology can therefore be written as the difference between the expected
future firm value when investing in developing 4IR technology and when not investing,
conditional on the current level of state variables

∆dEt[V (sit+1)] = δEt[V (sit+1|ωit, nit; dit = 1)]− δEt[V (sit+1|ωit, nit; dit = 0)]. (13)

Similarly, the marginal benefit of investing in developing non-4IR technology is the
difference between the expected future firm values with and without developing new non-
4IR technology, conditional on all firm state variables

∆nEt[V (sit+1)] = δEt[V (sit+1|ωit, dit;nit = 1)]− δEt[V (sit+1|ωit, dit;nit = 0)]. (14)

The decision rule, that the firm will choose to develop new 4IR technology if its marginal
benefit exceeds its development cost, is thus associated with the condition: ∆dEt[V sit+1] >

Cdit. Similarly, it will opt for developing new non-4IR technology if ∆nEt[V (sit+1)] > Cnit.

3 Empirical Approach

We describe in this section how we estimate parameters of the previously derived theoretical
model for German firms in high technology industries. We split the estimation into two
parts. The first one estimates parameters of the revenue function and the productivity
evolution process. The second one uses the dynamic decision rules derived in the theoretical
model to estimate latent technology development costs, choice probabilities and choice-
specific expected value functions.

Revenue Function and Productivity Evolution Process

In order to obtain estimates for the parameters of the revenue function, we have to specify
some additional functional forms. First, we choose the function C(.) in the marginal cost
equation (2) to be of the following Cobb-Douglas type form

C(Kit,Wit, Ait, Eit) = Kβk
it W

βw
t eβ0+

∑Z
z=1 βazAz,it+βeEit . (15)

This functional form implicitly assumes that input prices Wt do not differ between
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firms. Variation of marginal costs with the firm’s age is captured by a set of four age
dummies Az,it. We also allows for potential differences in marginal costs for exporters by
including an export dummy Eit. Replacing marginal costs in the revenue equation (4) by
the specified functional form in equation (15) and taking the natural logarithm, we end up
with a basic form of the estimation equation of firm’s revenue:

rit = λjt + (1 + ηj)(β0 + βkkit +

Z∑
z=1

βazAz,it + βeEit − ωit) + εit. (16)

Lower case letters r, k, and w denote log values of revenue R, capital K and wages
W . In equation (16) all time- and industry-specific factors of the revenue function that do
not vary across individuals are summarized into the expression λjt = (1 + ηj)ln

(
ηj

1+ηj

)
+

ln (Φjt)+(1+ηj)βwwt. We further include an i.i.d zero-mean error term εit to the revenue
equation, capturing idiosyncratic transitory shocks that are unknown to the firm when
it makes input and technology development decisions. In contrast, productivity ωit is a
variable that is unobservable to us but known by the firm at the time it makes its decisions.
Estimating equation (16) without accounting for this, would lead to biased parameter
estimates (Olley and Pakes 1996). Following the idea of the control function approach
developed by Olley and Pakes (1996), Levinsohn and Petrin (2003) and Ackerberg et al.
(2015), we use material input demand to proxy for unobserved productivity. We deviate
from the originally proposed approach which models material demand as a non-parametric
function and define it similarly as Doraszelski and Jaumandreu (2013) and Peters et al.
(2017), using the structure imposed by our theoretical model and Shephard’s lemma to
derive demand for material input. The log of material demand mit is given by

mit = βjt + (1 + η)βkkit + (1 + η)
Z∑
z=1

βazAz,it + (1 + η)βeEit − (1 + η)ωit. (17)

Similar to λjt, βjt summarizes industry- and time-specific factors. It is defined in our
model as βjt = ln (1 + ηj)+ ln (Φjt)+ηj ln

(
ηj

1+ηj

)
+ lnβw− (1− (1 + ηj)βw)wt. Inverting

this equation allows us to express unobserved productivity ωit as a function of observed
variables

ωit =

(
1

1 + ηj

)
βjt + βkkit +

Z∑
z=1

βazAz,it + βeEit −
(

1

1 + ηj

)
mit. (18)

We continue by making functional form assumptions for the productivity development
process in equation (6). Defining g(ωit−1, dit−1, nit−1) to be a cubic function in the past
period’s productivity ωit−1 and linear in the technology development choices dit−1 and
nit−1 leads to

ωit = α0 +α1ωit−1 +α2ω
2
it−1 +α3ω

3
it−1 +α4dit−1 +α5nit−1 +α6dit−1nit−1 + ξit. (19)

The interaction term of dit−1 and nit−1 allows for complementarities between both
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technology development investments. That is, a positive estimate of α6 indicates that the
firm gets an additional boost in productivity when it decides to invest in developing both
new 4IR and non-4IR technology compared to developing only one technology. Whereas
we would interpret a negative estimate of α6 as evidence for both technology types being
substitutes instead of complements. We then replace the lagged unobserved productivity
term ωit−1 in (19) with observed lagged variables according to equation (18) and substitute
the resulting expression for productivity ωit into the revenue equation (16). This results
in our final estimation equation for firm revenues

rit = λ0 + λjt + (1 + ηj)βkkit + (1 + ηj)
∑Z

z=1 βazAz,it + (1 + ηj)βeEit

− α1 [βjt−1 + (1 + ηj)βkkit−1 + (1 + ηj)
∑Z

z=1 βazAz,it−1 + (1 + ηj)βeEit−1 −mit−1]

− α2
1+ηj

[βjt−1 + (1 + ηj)βkkit−1 + (1 + ηj)
∑Z

z=1 βazAz,it−1 + (1 + ηj)βeEit−1 −mit−1]
2

− α3
(1+ηj)2

[βjt−1 + (1 + ηj)βkkit−1 + (1 + ηj)
∑Z

z=1 βazAz,it−1 + (1 + ηj)βeEit−1 −mit−1]
3

− (1 + ηj)[α4dit−1 + α5nit−1 + α6dit−1nit−1]− (1 + ηj)ξit + εit.

(20)

In order to estimate equation (20), we first estimate the industry-specific demand elas-
ticities ηj . According to equation (5) of our model, CM q

R = 1 + 1
ηj
. We thus recover

industry-specific demand elasticities by estimating the ratio of total variable cost to rev-
enue on a constant for each industry separately, and use these estimates to back out η̂j . We
then include the industry demand elasticities η̂j as data in equation (20) and estimate the
remaining parameters using nonlinear least squares (NLLS). Standard errors are estimated
using heteroskedasticity- and autocorrelation robust standard errors following Davidson
(2004).

Development Costs and Value Functions

In the second part of the estimation procedure we use the dynamic decision problem and
its associated decision rules to estimate the remaining parameters of the model using a
Bayesian Markov chain Monte Carlo (MCMC) estimator. The basis of the estimation
procedure builds the likelihood function consisting of the product of each firm’s joint con-
ditional development choice probabilities at each point in time

L(γ|dit, nit, sit) =
∏
i

∏
t

P (dit, nit|sit, γ). (21)

Because we allow the cost distributions’ means to differ with a firm’s previous R&D ex-
perience the parameter vector of the likelihood consists of four parameters: startup and
continuation costs (γsn, γmn) for non-4IR technology development and startup and contin-
uation costs (γsd, γmd) for 4IR technology development. Using the assumed development
choice timing and the assumption that startup and continuation costs are i.i.d. draws
from a known distribution the choice probabilities are conditionally independent and can
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be rewritten as

P (dit, nit|sit) = P (dit|sit)P (nit|sit). (22)

The decision rules in the theoretical model in section (2) show that a firm develops a
specific technology if its expected marginal benefits are higher than its development costs.
Therefore, we can rewrite the conditional choice probabilities of both technology types.
The conditional development choice probability for non-4IR technology is then

P (nit = 1|sit) = P
(
Cnit(nit−1, kit) ≤ E[V (sit+1|nit = 1;ωit)−E[V (sit+1|nit = 0;ωit)

)
,

(23)

with a state variable vector given by sit = (ωit, kit, nit−1, dit−1). We model the development
cost the firm faces as a draw from an exponential distribution whose mean depends on the
capital stock kit and previous non-4IR technology development activity nit−1. Therefore,
the development costs in equation (23) are a function of both variables. The conditional
development choice probability for 4IR technology is analogously given by

P (dit = 1|sit) = P
(
Cdit(dit−1, kit) ≤ E[V (sit+1|dit = 1;nit, ωit)−E[V (sit+1|dit = 0;nit, ωit)

)
.

(24)

An important difference to note is that the future period’s value functions are not just
conditional on the current periods 4IR development decision. They also condition on
the current period’s non-4IR development decision because of the timing assumptions for
development choices. As stated in Aguirregabiria and Mira (2010) and Aw et al. (2011)
because of the assumed exponential distributions of development costs simple closed form
expressions exist for equation for both choice probabilities which we make use of in the
estimation procedure.

The conditional development choice probabilities of each firm depend on the value
functions (9) and expected value functions (10), (11), (12). We estimate those alongside
the development cost parameters by iterating this system of equations as described in
Rust (1987) and Das et al. (2007). In this approach value functions are iterated until
they converge to a fixed point for each calculation of the likelihood function. Following
Aw et al. (2011), we employ a Bayesian MCMC estimator approximating the posterior
distribution of each parameter instead of estimating point estimates (as in e.g. Peters
et al. (2017)). Instead of maximising the likelihood function it is evaluated in each iteration
of the Bayesian MCMC algorithm for a given set of cost distribution parameters γ. We
choose this approach instead of using a maximum likelihood estimation because it is less
affected by problems arising from local maxima in likelihood functions of complex models.
We discretize the state space sit = (ωit, nit−1, dit−1) into a grid of 50 points for ω and two
for each past development activity nit−1, dit−1 leading to a grid of 200 points. We allow the
value functions to vary with a number of firm properties by additionally defining 50 firm
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types for capital stock, 5 for a firm’s industry, 4 for firm age, and two for a firm’s export
status. This amounts to a total of 2,000 firm types each having their own state space.
We use cubic splines to interpolate between the grid points for capital and productivity
for each industry, age and export group when calculating each observation’s payoff. We
run the Bayesian MCMC algorithm for 14,000 iterations. After an initial burn-in period
of 2,500 iterations, we are therefore left with a sample of 11,500 values from the posterior
distributions of each cost parameter.

4 Data

We use two data sources to estimate our structural model. The Mannheim Innovation Panel
(MIP) provides detailed information on all firm-specific variables necessary to estimate
firm revenue and productivity, except for the information on technology choice. In order
to identify whether a firm has invested in developing new 4IR and non-4IR technology, we
therefore rely on recent patent information from the Worldwide Patent Statistical Database
(PATSTAT) that allows us to classify patents into these two technology types and merge
the patent data to the MIP.

The MIP is a representative survey on innovation activities in firms in Germany. It
constitutes the German contribution to the European-wide harmonized Community Inno-
vation Survey (CIS). In Germany, the innovation survey has been conducted on a yearly
basis by the ZEW - Leibniz Centre for European Economic Research since 1993. The MIP
follows the Oslo Manual, stating guidelines for measuring innovation activities in firms.6

The sample is stratified by firm size (8 size classes), region (East/West Germany), and
industry (56 two-/three digit Nace classes).7 The MIP covers firms belonging to manu-
facturing, mining, energy and water supply, wholesale, transportation, information and
communication, financial as well as other business-related services. Firms once drawn into
the sample are asked to participate in the following years to create a panel structure.
Sampling is updated every two years to account for firms exiting or entering the selection
criteria of the target population. Survey participation is voluntary and the average re-
sponse rate is about 25%, leading to an unbalanced panel data set.8 The MIP contains
firm-specific information on variables like sales, export, employment, labor and material
costs, physical assets and investment, and variety of firm-specific information on innovation
activities like R&D expenditure, product and process innovation and variables describing
the innovation management processes within firms. More specifically, in order to estimate
equation (20), we define revenue rit as log of firm revenue in year t and capital kit as log of

6See OECD and Eurostat (2019) for a comprehensive description of the Oslo Manual.
7The samples are drawn from the Creditreform database which is the largest credit rating agency in

Germany. The Creditreform database is used because the official business register is not accessible to the
public in Germany. The Creditreform database includes a stock of more than 8 million firms of which about
3,3 million are still active on the market. Comparisons reveal that it covers nearly the entire population
of firms in Germany, making it the most comprehensive firm database in Germany (Bersch et al. 2014).
Information on German firms in Amadeus and Orbis also stems from Creditreform data.

8The ZEW additionally conducts a non-response survey among non-participating firms to check and
correct for possible non-response biases (for further information see Behrens et al. 2017).
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the stock of fixed assets at the beginning of year t. The latter is direct information from the
survey. Material cost mit is measured as the log of expenditures for material, intermediate
inputs, and energy in year t. To estimate the demand elasticity, we furthermore define
total variable cost as the sum of material cost and labor cost. According to our model,
marginal costs might also depend on the firm’s export activities Eit and firm age. We
measure export activities using an export dummy that equals 1 if the firm was an exporter
in a given period t and firm age using four dummy variables A1,it to A4,it for firms being
up to 9, 10-19, 20-49 and 50 and more years old.

However, despite the rich set of innovation indicators, the MIP does not allow us to
identify a specific technology choice over a long time horizon, in particular whether the
firm has invested in the development of new 4IR or non-4IR technologies. Firms’ choices
to develop new 4IR and non-4IR technologies will therefore be measured based on of
patent information. We assume that a firm applying for a patent of either technology
in period t, has invested in the development of the respective technology type in period
t− 1. We gather patent data from PATSTAT (autumn 2019 edition). PATSTAT provides
information on applicants, inventors, priority dates, and technology classes (CPC) of more
than 100 million patents from more than 100 patent offices worldwide from 1977 onwards.
We identify patents protecting an invention of a new 4IR technology on the basis of a
new patent cartography from the European Patent Office (Ménière et al. 2017). The
cartography aims to identify patent CPC classes that belong to the ongoing digitalization
of industrial production processes and products (4th industrial revolution). To generate the
cartography, the EPO asked their patent examiners to select CPC classes relevant for 4IR.
Relevant in this context means in which CPC classes they would assign 4IR inventions.
A full-text search of pre-defined keywords essential for the 4th industrial revolution in all
patents associated with those CPC classes was then conducted to verify the reliability of the
cartography. The classification was only based on the EPO’s patent database. Therefore,
we also restrict our analysis to EPO patents.

In the following, a patent is considered as a 4IR related patent if at least one of its CPC
classes corresponds to one of the 320 4IR related CPC technology field ranges classified
by EPO patent examiners as being relevant for 4IR inventions. These 4IR-CPC classes
encompass so-called core technologies related to inventions in hardware, software, and
connectivity, but also enabling technologies. Enabling technologies aim at improving the
communication between the physical components and the virtual machines, and enhancing
the connection between physical and data generation (e.g. GPS, visual recognition to
identify patterns), transmission (interface, security), or exploitation (data analytics for big
data, machine learning). Finally, 4IR related patents also contain technologies developed
for final applications in various domains of the economy, including smart manufacturing,
vehicles, infrastructure, home, and personal devices for individuals. If none of a patent’s
CPC classes fall into one of the 4IR related CPC classes, we denote it as a non-4IR related
patent.

We match EPO patent information to the MIP based on firm names and addresses using
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a machine-learning-based search algorithm recently developed at ZEW.9 We additionally
manually check a subsample of 3.723 patents for potential inaccurate matches. For our
empirical analysis, we only keep manufacturing firms observed in the MIP data and exclude
firms belonging to mining, energy and water supply as well as service sectors since patenting
plays only a minor role in these industries. Due to the low number of patent applications,
their contribution to the identification of the technology investment parameters would be
limited. In total, over the period of 1977-2018, we matched the complete history of 507,083
patents to manufacturing firms observed at least once in the MIP data, from which 235,327
patents are actually matched to firm-year observations. In the matched firm-year sample
about 14.6% (34,475 patents) can be classified as 4IR related patents, and the earliest 4IR
related patent application in our sample goes back to 1977, the year the EPO was founded.

Despite we match the total patent history to MIP firms, we do not consider technology
choices measured by patent applications with a priority date before 1993 which is the first
year of MIP data. The two most recent years of patent data show a strong decline in
patent applications as shown in table A.1 in the Appendix. This decline is caused by
the publication and time lag with which patents are available in PATSTAT. We therefore
exclude those years from the analysis as well, so that our final panel covers the period
1993-2016. Figure 1 shows the share of 4IR related patent applications of all applications
per year. At the beginning of our sample period, 4IR related patents represented a share
of about 6.2%. It has strongly increased during the second half of the 1990s. After the
burst of the DotCom Bubble in 2000, the following period from 2001 to the end of the
2000s is characterized by the share of 4IR related patent applications leveling off at around
the 2000 value of little more than 13%. From 2011 onwards, which marks the new wave
of digitalization, the 4th industrial revolution, we again see a rising number of 4IR related
patent applications again until they reach a share of about 18.5%.

Table 1 shows the number of patent applications and the proportion of 4IR related
patents by industry. We can clearly see that the number of patents is highly unequally
distributed across industries in manufacturing as is the share of 4IR related patents. Firms
in the electronics sector applied for most patents overall with 61,741 patents, and they also
have the highest rate of 4IR related patents among all industries with 23,5%. A very
different pattern emerges for the chemical industry which has the second highest number
of patent applications among all industries (53,848), but only 2.2% (1,200 patents) are
considered 4IR related patents. Machinery is ranked third in terms of patent applications
(41,969), but only ranked sixth in terms of its share of 4IR related patents (7.95%). On
the contrary, the industry which has the second highest share of 4IR related patents is
vehicles (22.4%). Firms belonging to the food, textiles and mineral industry have applied
for the lowest number of patents and the rate of 4IR related patents is also among the
lowest in the sample. Especially the low number of 4IR related patents in these industries

9The Search Engine searches via relative relationships between search terms and candidates, while
the subsequent filtering out of false positives uses absolute meta-information trained via a machine
learning algorithm. This allows the search engine to yield a high recall rate while maintaining
a high precision rate at the same time. The program and further information are available at
https://github.com/ThorstenDoherr/searchengine.
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Figure 1: Share of 4IR related patents per year
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will limit estimates of the revenue equation at a very disaggregated industry level. We
therefore restrict the estimation sample to the five high-tech sectors responsible for more
than 96% of 4IR related patent applications.

Table 1: Patents per industry
Non-4IR 4IR % 4IR % 4IR Total
Patents Patents Patents Patents Patents

Industry Industrya Totalb

Low-tech Industries
Food 518 9 .0171 .0003 527
Textiles 1,115 88 .0732 .0028 1,203
Paper/Wood 2,565 596 .1885 .0190 3,161
Plastic 4,656 130 .0272 .0041 4,786
Minerals 2,060 69 .0324 .0022 2,129
Metal 5,158 214 .0398 .0068 5372
Misc. manuf. 887 98 .0995 .0031 985

High-tech Industries
Chemicals 52,648 1,200 .0223 .0382 53,848
Machinery 38,631 3,338 .0795 .1063 41,969
Electrical engineering 47,233 14,508 .2350 .4621 61,741
Instruments 12,720 3,490 .2153 .1112 16,210
Vehicles 26,526 7,656 .2240 .2439 34,182

total 194,717 31,396 0.139 1.000 226,113

Notes: a in % of total patents of an industry. b in % of total 4IR patents.
Source: ZEW - Mannheim Innovation Panel. Patstat. Own calculation.

Our theoretical model explains the firm’s decision whether to invest in developing 4IR
and non-4IR technologies. Assuming that a patent application is preceded by an investment
in the development of that specific technology in the year before, we define dit as a binary
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indicator that equals 1 if the firm has at least one 4IR related patent application in the
following year t + 1. Similarly, nit is a dummy variable being 1 if the firm applied for at
least one non-4IR related patent in year t+ 1.

Table 2 shows summary statistics for all variables used for estimating the structural
model parameters. The statistics are based on our final sample that consists of 9,876
firm-year observations from 3,572 firms active in high-tech sectors. We only keep those
observations with non-missing values for all variables, and we require firms to be in the
sample for at least two consecutive years. The minimum number of observations per firm
is 2, the maximum is 20, and on average we observe the firm 5.74 times. Concerning our
main variables of interest, Table 2 shows that the share of firm-year observations with
self-developed patented 4IR related technologies is 7% while 20% invested in developing
patented non-4IR technologies.

Table 2: Summary statistics

Variable Model Unit mean median SD min max

Revenues R m e 301.37 17.38 844.97 0.008 9,711.47
Fixed capital K m e 153.07 3.10 597.62 0.01 10,284.11
Material cost M m e 159.31 7.24 490.12 0 8,508.80
Labor cost m e 61.69 4.72 175.92 0 2,295.06
Total variable cost CMq m e 220.99 12.70 639.09 0.003 8,861.52
Firm age
0-9 A1 0/1 0.21 0 0.40 0 1
10-19 A2 0/1 0.26 0 0.44 0 1
20-49 A3 0/1 0.30 0 0.46 0 1
50+ A4 0/1 0.22 0 0.42 0 1

Exporter E 0/1 0.87 1 0.34 0 1
Non-4IR tech n 0/1 0.20 0 0.40 0 1
4IR tech d 0/1 0.07 0 0.25 0 1

Notes: Number of observations: 9,876. Sample period: 1993-2016. For ease of representation, all
monetary variables are in million euro, for estimation we use their log values.

5 Results

We estimate and report the model parameters estimates in two parts. As described in the
empirical approach in section 3, we estimate the parameters of the demand elasticities,
productivity evolution process, and the cost function in the first part. These estimates
are plugged in the dynamic programming problem in the second part to estimate latent
development cost distribution parameters and value functions.

Revenue Function and Productivity Evolution Process
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Table 3 reports the estimated demand elasticities for each industry separately. Accord-
ing to equations (4) and (5), the demand elasticity is an important scaling factor in how
productivity translates to revenue and in turn into profits. An increase in productivity
results in small profit increases for firms in industries with highly elastic demand, whereas
the same productivity increase raises profits much stronger in industries with inelastic de-
mand. All estimated demand elasticities displayed in Table 3 exhibit the expected negative
sign. The estimates differ in size across industries, ranging from -3.09 in chemicals up to
-4.37 in vehicles for the overall time period. Thus, we estimate that one euro revenue
translates to 0.324 cents profit in chemicals on average, but only to 0.229 cents profits in
vehicles.

Table 3: Demand Elasticities

Industry Obs. η

Chemicals 4,037 -3.09
Machinery 7,137 -3.99
Electrical engineering 4,475 -3.94
Instruments 4,332 -3.56
Vehicles 2,735 -4.37

Observations 22,716

Notes: Industry demand elasticity estimates are based on a larger sample
as we only require total variables costs and revenues to be non-missing and
also include firms that are observed only once or with gaps.

Using the demand elasticitiy estimates as data, we estimate equation (20) with NLLS.
The results are reported in Table 4. The three polynomial coefficients of ωit−1 and the
coefficients of dit−1, nit−1 and their interaction term describe the productivity evolution
process. We find that all six coefficients are highly significantly different from zero: α̂6 is
significant at the 5% level while α̂1, . . . , α̂5 are even significant at the 0.1% level. We can
draw three important conclusions from them: First, both investment in the development
of new 4IR and non-4IR technologies significantly boost productivity. Developing new 4IR
technology increases productivity by 6.6% and in non-4IR technology by 6.8%. Therefore,
our model suggests that developing new 4IR technologies has a similar impact on produc-
tivity as developing new non-4IR technologies. Second, we find a negative and significant
interaction term, suggesting that both technology types are substitutes when investing into
technology development. The effect of the interaction term offsets the productivity effect
of the respective second technology to a non-neglible extent. That is, a firm investing in
both technologies increases its productivity on average only by 8.9%. We cannot directly
compare our findings with Peters et al. (2017), because their model estimates the impact of
product and process innovation, that are new to the firm, on productivity. But the evidence
suggests that we find higher productivity effects of our two technology choice variables.
This is reasonable as our measure of innovation implies a higher degree of novelty. Third,
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productivity gains are long-lived and depreciation is slow. The persistency of productivity
is captured by the polynomial coefficients of ωt−1. As explained above, the persistency of
prior productivity levels substantially affects long-term returns to developing new 4IR and
non-4IR technologies. The lower the coefficients of the ωit−1 terms, the shorter effects of
technology development prevail in future periods. We find a non-linear relationship be-
tween the previous period’s and the current productivity level because both the quadratic
and the cubic terms are significantly different from zero at the 0.1% level. The relatively
high coefficients suggest that a large part of past productivity is carried over into the next
period. However, the negative cubic term shows that this relationship is not monotonically
increasing, but possesses decreasing marginal returns to past period’s productivity.

Estimating equation (20) also provides estimates for the parameters βk, βaz and βe of
the marginal cost function (15). They are almost all significantly different from zero at the
0.1% level. The marginal cost elasticity of capital is estimated to be βk = −0.086. This
means that an increase in the stock of capital of 10% lowers marginal costs of production on
average by 0.86%. Based on the estimated demand elasticities, this in turn raises revenues
by 1.8%, in chemicals and 2.9% in vehicles. The firm’s export status is also negatively
correlated with marginal costs. We find that an exporting firm has on average 6.2% lower
marginal costs than a non-exporter. Our specification also allows marginal costs to vary
with firm age. Compared to the reference group of young firms between 0 and 9 years, we
in general find that older firms have lower marginal costs, even though firms of the 10-19
age group have 3.9% higher marginal cost compared to the youngest firm group. Firms
aged between 20 and 49 years have on average 9.3% and firms older than 49 years 25%
lower marginal costs of production.

Table 4: Productivity Development Process and Cost Function Parameters

Variable Coef SE Variable Coef SE

ωit−1 0.565∗∗∗ 0.020 Capital −0.086∗∗∗ 0.002

ω2
it−1 0.185∗∗∗ 0.007 A2: 10− 19 0.039∗ 0.019

ω3
it−1 −0.030∗∗∗ 0.001 A3: 20− 49 −0.093∗∗∗ 0.019

dit−1 0.066∗∗∗ 0.019 A4: 50+ −0.247∗∗∗ 0.023

nit−1 0.068∗∗∗ 0.005 Export −0.062∗∗∗ 0.010

nit−1 · dit−1 −0.045∗ 0.021

λ0 0.372∗ 0.149

Machinery −0.184∗∗∗ 0.035

Electronics −0.167∗∗∗ 0.033

Instruments −0.086∗∗∗ 0.023

Vehicles −0.310∗∗∗ 0.048

SE(ξ) 0.131

Observations 9876

Notes: Significance at the * 5% level, ** 1% level, *** 0.1% level. Time dummy variables are
included in estimation but not reported. Food industry dummy is excluded as reference category.

18



Dynamic Parameters

The second part of the estimation procedure uses the derived likelihood to retrieve esti-
mates of development cost distribution means. Since we use a Bayesian MCMC approach,
the results represent means and standard errors of the posterior distribution. We present
key parameters of the estimates in Table 5. The histogram of the posterior distributions
is shown in Figure A1 in the appendix.

Table 5: Development Cost Distribution

Parameter(γ) Average cost
Mean SD Mean SD

Non-4IR technology
γsn 4.0408 0.1935 61.4881 11.8177

γmn 0.5252 0.0151 7.9919 1.5360

4IR technology
γsd 9.0343 0.5734 137.4723 26.4215

γmd 0.6542 0.0247 9.9541 1.9131

Notes: Average costs are in million Euro.

The resulting cost distribution parameter estimates in columns 1 and 2 of Table 5 show
that developing 4IR technologies is substantially more costly than non-4IR technologies.
The means of the posterior distributions for 4IR technologies are considerably larger than
for non-4IR technologies. The posterior mean for startup development costs for 4IR tech-
nologies γsd is with about 9.03 more than double the size of the posterior mean for non-4IR
technologies γsn (4.04). Also, the posterior mean of the continuation costs parameter for
non-4IR technologies is with about 0.53 considerably lower than its counterpart for 4IR
technologies (0.654). The higher γ parameters for 4IR technologies result in substantially
higher average development costs for firms in our sample. Columns 3 and 4 of Table 5
show that startup costs for 4IR technologies have an sample average of about 137 m Euro
compared to 61.5m Euro for non-4IR technologies. The difference in average continuation
costs is with about 2m Euro more for 4IR technologies much smaller than the difference
in startup costs.

These results suggest that higher entry barriers exist for firms to start developing tech-
nology that is associated with the fourth industrial revolution. However, once they paid
the higher startup costs, development costs for continuing 4IR technology development
drop substantially, but they still stay above non-4IR technology development costs. These
results also rationalize the considerably lower fraction of firms in the sample deciding to
start developing 4IR technologies than non-4IR technologies.
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Table 6: Expected Benefits of 4IR and non-4IR Technology Development

Mean Median SD Min Max

∆ EV (nit|nit−1 = 0) 5.399 .8426 14.86 -.3439 193.4
∆ EV (nit|nit−1 = 1) 18.840 7.407 29.30 -.3929 213.3
∆ EV (dit|dit−1 = 0) 5.933 .9524 18.64 -.3273 331.3
∆ EV (dit|dit−1 = 1) 27.380 13.51 37.17 .0305 213.3

Observations 9,876

Notes: Values are in million Euro.

The structure of our model allows us to calculate the expected long-run benefits for
each firm if it decides to invest in 4IR and non-4IR technologies. Following the definitions
in equations (13) and (14), we calculate expected benefits given its state variables. Table
6 presents summary statistics for expected benefits of the firms in our sample. Overall,
expected benefits are right skewed with medians being located well below the corresponding
sample mean. The average benefit of continuing to invest in 4IR related technologies lies
with 27m Euro about 9m Euro above average expected benefits of continuing non-4IR
investments. A similar advantage of 4IR technologies is found for the median expected
benefit (13.5 vs 7.4m Euro). The expected benefits of starting to invest in developing
either 4IR or non-4IR are far lower. Furthermore, the difference in expected benefits of
starting to invest in 4IR compared to non-4IR technologies is much smaller. The average
expected benefit for starting 4IR technology development is 5.9m Euro, only about 0.5m
Euro greater than the expected benefit for starting non-4IR technology development.

6 Conclusion

The Fourth Industrial Revolution is one of the most important opportunities for achieving
long-term benefits, but also a challenge for firms. It describes the ongoing process of
automation and digitalization in the production of goods and services using modern smart
technologies. Given the increasing importance of 4IR technologies, firms have to choose
when deciding on their R&D portfolio whether to invest in the development of new 4IR
technologies or to stick to the development of new non-4IR technologies or to do both. In
this paper, we construct and estimate a dynamic structural model explaining the firm’s
technology development choices. Building on recent work by Aw et al. (2011) and Peters
et al. (2017), who model the decision to invest in R&D in general, our model in contrast
focuses on the choice between developing two different types of technologies: 4IR and
non-4IR ones.

Most prior literature includes investment in the development of new technology into a
production function framework without describing the endogenous productivity process,
assuming productivity to be unaffected by the decision to invest in the development of
new technology. We take a different approach by explicitly modeling the firm’s decision
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to invest in developing both 4IR and non-4IR technology separately as an endogenous
decision that allows the firm to access a continuously higher future productivity trajectory.
Payoffs might be realized in future periods through productivity increases, which translate
into higher revenues and in turn profits. We provide a simple decision rule for a firm’s
technology development choice that enables us to estimate latent technology development
cost distribution parameters. They will be used in further research to analyze how firms’
technology development decisions are affected by changes in the economic environment.

We estimate the model parameters using a combination of firm-level panel data from
the German Community Innovation Survey from 1993 until 2016 and EPO patent data,
exploiting a recently developed patent classification scheme that categorizes patents into
protecting the invention of a 4IR or non-4IR technology.

Our estimates show that over the whole period, investing in the development of both
types of technology significantly increases firm’s productivity. More importantly, the av-
erage boost in productivity for 4IR technologies and for non-4IR ones are similar in size.
Developing a new 4IR technology increases firm productivity in the following period on
average by 6.6% compared to 6.8% in the case of non-4IR technology. If firms decide to
develop both types of technology at the same time, productivity increases by 8.9%. This
indicates that the development of 4IR and non-4IR technologies are substitutes at the firm
level. These short-run productivity improvements are carried forward to future periods
through a highly persistent productivity evolution process over time in which productivity
improvements only slowly depreciate. These two channels are important for defining the
long-term benefits of developing new 4IR and non-4IR technologies.

Estimated development startup costs for 4IR technologies are more than double the
size of non-4IR technologies. This suggests that substantially higher entry barriers exist
for firms considering to develop 4IR technologies. Even though development costs for
continuing technology development of both technology types drop strongly, 4IR technology
development costs stay above non-4IR technology development costs.

Gains in current and future productivity as well as development costs define long-run
expected net benefits of each technology choice. Long-run average expected benefits for
4IR technology development are overall higher than for non-4IR technologies. This is pri-
marily driven by about 31% (or 9m Euro) higher expected benefits of 4IR technologies
than for non-4IR technologies for firms with prior development experience in the respec-
tive technology. In contrast, expected benefits for firms starting the development of 4IR
technologies are much lower than for firms with 4IR experience. But with 9% (0.5m Euro),
they are still at least slightly higher than for 4IR technologies.

Overall, our results emphasize that firms benefit from both 4IR and non-4IR technol-
ogy through increased future firm productivity. While entry into the development of 4IR
technologies is rewarded with higher benefits, 4IR technologies also exhibit much higher
development costs for firms starting to develop these technologies compared to non-4IR
technologies. In turn, firms already developing 4IR technologies and firms already develop-
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ing non-4IR technologies both experience much lower costs for continuing the development
of either type of technologies. Our results form the basis for further counterfactual analyses.
They allow, for example, to analyze how firms react to different 4IR support policies.
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A Appendix

Table A.1: Patents per year
Non-4IR 4IR Total

Year Patents Patents Patents
1993 2,968 283 3,251
1994 4,120 384 4,504
1995 4,162 385 4,547
1996 3,492 318 3,810
1997 5,346 480 5,826
1998 6,371 911 7,282
1999 6,567 1,008 7,575
2000 7,842 1,367 9,209
2001 8,386 1,452 9,838
2002 8,709 1,555 10,264
2003 9,294 1,413 10,707
2004 9,519 1,546 11,065
2005 9,446 1,428 10,874
2006 9,828 1,489 11,317
2007 10,641 2,027 12,668
2008 9,533 1,520 11,053
2009 10,042 1,494 11,536
2010 9,423 1,468 10,891
2011 9,179 1,478 10,657
2012 9,871 1,844 11,715
2013 9,370 1,945 11,315
2014 9,240 2,107 11,347
2015 8,332 2,172 10,504
2016 8,133 1,976 10,109
2017 5,059 1,521 6,580
2018 2,087 629 2,716
total 200,852 34,475 235,327
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Figure A1: Histograms of the Posterior Densities of Development Cost Distribution Means

Startup Costs for
Non-4IR Related Technologies

3.5 4 4.5
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Continuation Costs for
Non-4IR Related Technologies

0.48 0.5 0.52 0.54 0.56 0.58
0

0.01

0.02

0.03

0.04

0.05

0.06

Startup Costs for
4IR Related Technologies

7 8 9 10 11
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

Continuation Costs for
4IR Related Technologies

0.55 0.6 0.65 0.7 0.75
0

0.01

0.02

0.03

0.04

0.05

0.06

26


	WP 1 Growinpro_PetersTrunschke_Benefits_4IR_April2021.pdf
	Introduction
	Theoretical Model
	Empirical Approach
	Data
	Results
	Conclusion
	Appendix


